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[bookmark: _Toc221218097]INTRODUCTION
	
As one of the most rapidly evolving fields of modern technology with the profoundest impact on human life, artificial intelligence pioneers’ transformations across a wide spectrum, ranging from information processing workflows to social interactions. Through the development of systems exhibiting human-like intelligence and their deployment in various fields, artificial intelligence has come to influence our daily lives and information processing operations. This study aims to comprehensively examine the effects of ChatGPT, a prominent artificial intelligence language model, on human life and information processing.
The foundations of the concept of artificial intelligence were laid in the 1950s with Alan Turing's article 'Computing Machinery and Intelligence' and were further consolidated by the Dartmouth Conference in 1956 (Kopar, 2023). This period marked the beginning of a major wave of research and development in the field of artificial intelligence. Artificial intelligence studies have continued to develop across various categories, gaining significant momentum in recent years, particularly through advancements in natural language processing and deep learning.
In this study, the emergence and historical development of the concept of artificial intelligence will be discussed. Subsequently, natural language processing techniques and the various applications of these techniques will be examined. The founding, development, and work of OpenAI on artificial intelligence models will be detailed, with a specific focus on the ChatGPT series, the evolution of the models, and the technical structure of the technology. Furthermore, the topics of artificial intelligence ethics and safety will be addressed, and the effects of artificial intelligence on human life and information processing workflows will be investigated. Artificial intelligence has opened the doors to a new era in information processing and human-machine interaction and is expected to lead to transformations in numerous fields, ranging from education to health, and from finance to art. In this context, this study aims to shed light on the future by investigating the effects on human life and information processing through an evaluation of the potential and limitations of ChatGPT.

[bookmark: _Toc221218098][bookmark: _Toc505695017][bookmark: _Toc505695276][bookmark: _Toc507249369][bookmark: _Toc507424241][bookmark: _Toc508875418]CHAPTER ONE
[bookmark: _Toc221218099][bookmark: _Toc505695018][bookmark: _Toc505695277]ARTIFICIAL INTELLIGENCE
[bookmark: _Toc505695019][bookmark: _Toc505695278]
[bookmark: _Toc221218100]BIRTH OF ARTIFICIAL INTELLIGENCE
[bookmark: _Toc509220074]
The foundations of the concept of Artificial Intelligence were first laid during the 'Dartmouth Summer Research Project on Artificial Intelligence,' which took place in the summer of 1956 at Dartmouth College in Hanover, New Hampshire. At this inaugural meeting, organized by John McCarthy, a mathematics professor at Dartmouth College, a group of scientists gathered not merely to honor the past and evaluate existing achievements, but to develop ideas for future artificial intelligence research.
The Dartmouth Conference made an immediate and lasting impact on artificial intelligence research, helping to establish the field as an independent discipline. Its interdisciplinary nature fostered collaboration among researchers from diverse backgrounds and inspired the establishment of prominent artificial intelligence laboratories at institutions such as MIT and Stanford. Furthermore, it had long-term effects, such as the development of certain programming languages and advancements in deep learning techniques. In addition, by opening up discussions on ethical issues, such as the potential for artificial intelligence to surpass human intelligence and the responsibilities of researchers, it increased interest in artificial intelligence and ensured widespread media coverage.

[bookmark: _Toc221218101] TYPES OF ARTIFICIAL INTELLIGENCE

· Narrow AI: Includes systems like chatbots or facial recognition software. These systems can provide accurate results, but they cannot generalize like humans.
· General Artificial Intelligence: It is a theoretical level of artificial intelligence that has the ability to do any mental task that humans can. AGI is equipped with a wide range of problem-solving and learning abilities.

[bookmark: _Toc221218102] ALAN TURING AND THE TURING TEST

In 1950, Turing published his paper "Computing Machinery and Intelligence," in which he proposed a test to determine whether machines could think. The Turing Test proposed in this paper involved a human interrogator asking questions to two participants (a human and a machine). The purpose of the interrogator was to determine which participant was the machine, and the purpose of the machine was to convince the interrogator that it was human.

[bookmark: _Toc221218103] ARTIFICIAL GENERAL INTELLIGENCE

Artificial General Intelligence (AGI) refers to artificial intelligence systems that exhibit human-like intelligence, capable of performing a wide range of tasks across various domains. Unlike narrow AI, which specializes only in specific tasks, AGI is capable of performing a wide range of tasks, including language understanding, mathematical problem-solving, writing code, visual perception, medical diagnosis, and legal analysis. This wide range of capabilities enables AGI to perform close to or above human level in many different areas. With cognitive flexibility, AGI can expand their knowledge and skills by drawing from learning and experiences. With the ability to combine knowledge and skills across different disciplines, AGI can also generate innovative solutions, solve complex problems, and acquire new knowledge. They may interact with human intentions and emotions, demonstrating advanced abilities in aspects such as explainability and shared sense understanding. AGI can use a variety of tools and plan complex tasks. The primary goal of AGI is to become a system that mimics the broad cognitive abilities of human intelligence and can apply these abilities in various tasks (Bubeck et al., 2023).

[bookmark: _Toc221218104]1.4.1. Artificial General Intelligence Alignment

Alignment refers to the alignment of AI's goals and behaviors with human values and purposes. This is done to ensure that AI systems are safe and beneficial for humanity. The alignment problem encompasses the processes that ensure that the goals of the artificial intelligence system are correctly determined and that the artificial intelligence system adheres to these goals and implements them correctly. 

[bookmark: _Toc221218105] 1.4.2. Transition to Artificial General Intelligence

The first step in the preparation process for AGI is to develop increasingly powerful artificial intelligence systems and gain experience by using them in the real world. Instead of AGI quickly incorporating into daily life, a gradual transition process would be healthier. Adapting to the rapid progress that powerful AI will bring will be possible by making this transition gradually. Thus, it will be possible to better adapt to the innovations and changes that artificial intelligence will bring.
In the process of advancing AI security, talents need to be several steps ahead. The best security work is done with the most capable models. 
[bookmark: _Toc509674960][bookmark: _Toc509951182][bookmark: _Toc179213527][bookmark: _Toc507249374][bookmark: _Toc507424246][bookmark: _Toc508875423]

[bookmark: _Toc221218106]CHAPTER TWO
[bookmark: _Toc509674961][bookmark: _Toc509951183][bookmark: _Toc179213528][bookmark: _Toc221218107]NATURAL LANGUAGE PROCESSING

Natural Language Processing (NLP) emerges as one of the most exciting and rapidly evolving technology areas of today. This discipline for understanding the complexities and subtleties of human language brings together various fields such as computer science, linguistics, and machine learning. The fundamental concepts and definitions of NLP are critical to understanding this broader field. The following section will focus on the basic definitions and concepts of NLP, examine its historical development and pioneering studies, and detail the techniques commonly used today. 

2.1. [bookmark: _Toc221218108] NATURAL LANGUAGE PROCESSING DEFINITIONS AND BASIC CONCEPTS

	NLP uses statistical and probabilistic methods to build language models. These models are used to understand word frequencies, phrases, and language structure in the language. NLP automates language processing tasks using machine learning and deep learning algorithms trained on large datasets. These methods learn patterns and relationships in language, improving their capacity to understand and produce language. For example, neural networks and transformer models are used in tasks such as text classification, language model building, and machine translation. NLP examines not only the surface structure of language, but also its semantic and pragmatic dimensions. This allows computers to understand the context of the language and user intent. For example, techniques such as word meaning separation and information extraction address the meaning dimension of language. NLP is used in a wide range of applications. These applications include text mining, sentiment analysis, chatbots, automated summarization, information search, and machine translation. These applications play an important role in many areas, from business to health, from education to entertainment. In this context, NLP is an interdisciplinary field of study that brings together computer science and linguistics to understand the complexities of human language and use this knowledge in various applications.
2.2. [bookmark: _Toc221218109] DEVELOPMENT OF NATURAL LANGUAGE PROCESSING AND PIONEERING STUDIES

NLP was born out of the need for automatic interlingual translation in the 1940s after World War II. The Georgetown Experiment in 1954 made a significant start in this field with its fully automated translation of Russian sentences into English, but the ALPAC report in 1966 showed that a decade of research did not meet expectations. In the 1960s and 1970s, NLP systems relied on complex handwriting rules, and early systems excelled in understanding natural language commands with limited vocabulary. Towards the end of the 1980s, machine learning algorithms revolutionized NLP, bringing statistical and probabilistic methods to the forefront. In this period, IBM Research's achievements in machine translation are remarkable (Tecim & Tarhan, 2021). In the 1990s, probabilistic models became widespread, leading to significant advancements in areas such as information extraction and text summarization. Since the 2000s, the focus has been on unsupervised and semi-supervised learning algorithms, thus increasing the capacity to learn from large datasets. Today, NLP chatbots are widely used in various applications such as language translation, sentiment analysis, and information extraction (Manning, 1999) (Tecim, 2008).

2.3. [bookmark: _Toc221218110] NATURAL LANGUAGE PROCESSING TECHNIQUES

NLP combines linguistics, computer science, and machine learning techniques to analyze the structure and meaning of language.

[bookmark: _Toc197034727][bookmark: _Toc221107615]Figure 1: ChatGPT Enterprise Architecture and Components
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[bookmark: _Toc179213561]

[bookmark: _Toc221218111]CHAPTER THREE
[bookmark: _Toc179213562][bookmark: _Toc221218112]TECHNOLOGY OF CHATGPT

This chapter will discuss the technical structure and operation of ChatGPT in detail. The model is built on a generative pre-trained transformer architecture and is trained using human feedback reinforcement learning with human feedback reinforcement learning method. In this way, ChatGPT can interact with users more naturally and effectively and perform various language tasks with high accuracy. The chapter also examines topics such as multimodal learning, previous language modeling methods, versions, and its evolution.

[bookmark: _Toc179213563][bookmark: _Toc221218113]3.1. TECHNICAL STRUCTURE AND OPERATION OF CHATGPT

In the realm of NLP and language modeling, RPE is a significant milestone. In this section, the ÜÖED model versions will be discussed in detail. ChatGPT is a language model trained for text generation designed to guide the structure towards the desired behavior using Reinforcement Learning with human Feedback (OpenAI, 2024) Multimodal learning is a subset of deep learning that deals with the combination and analysis of various types such as text, images, video, audio, and sensor data. By combining the strengths of different modalities (data type), it creates a more complete representation of the data, which leads to better performance in various machine learning tasks. 

[bookmark: _Toc179213564][bookmark: _Toc221218114]3.2. PROCESSES BEFORE THE PRE-TRAINED LANGUAGE MODEL

Previously, operations were performed using N-gram models, long-term short-term memory, and other traditional methods.
N-gram models are statistical models that predict the probabilities of sequences of n words within a given text. These models were good at capturing short-distance dependencies but were insufficient at capturing long-distance dependencies.
Long, short-term memory is a special type of recurrent neural network structure and is capable of learning long-term dependencies in successive data. Long short-term memory is designed to solve the problem faced by traditional neural network structure. This model is equipped with additional components such as an entrance door, a forget-me-not door, and an exit door. These gates control the addition of new information to the cell state, the oblivion of existing information, and how it is reflected in the output. It is widely used in tasks such as language modeling, time series forecasting, speech recognition, and translation.
Although these models excelled in certain tasks, their overall performance was limited due to their narrow range of tasks. Transformers offered the opportunity to work more efficiently on large datasets thanks to their parallel computing capabilities. In this way, faster transactions were made and the time was shortened.

[bookmark: _Toc179213565][bookmark: _Toc221218115] 3.3. GPT VERSIONS

The GPT model versions developed by OpenAI are described below.

[bookmark: _Toc179213566][bookmark: _Toc221218116]3.3.1. GPT 1

The first language model, GPT-1, announced by OpenAI in 2018, had 117 million parameters. One of GPT-1's strengths was its ability to generate fluid and coherent language when given context to a stimulus v1e. The model was trained on a combination of two datasets: Common Crawl, a large dataset of web pages containing billions of words, and BookCorpus, which houses over 11,000 books of various genres. The use of these diverse datasets enabled GPT-1 to develop powerful language modeling capabilities. GPT-1 was a significant achievement in the field of NLP, but it had certain limitations.
Figure 2 shows the task-based architecture of the GPT-1 model and the details of transformer-based decoders. We can examine the diagram in three main sections.

[bookmark: _Toc174836454][bookmark: _Toc221107616]Figure 2: ChatGPT Model Architecture

[image: A diagram of a model

Description automatically generated with medium confidence]
Source: Singh et al, 2021

Part 1 illustrates how the GPT-1 model performs various NLP tasks: Data Preparation (Text, Extract, Delimiters):
· Classification: Premise and hypothesis sentences given as introduction are covered. The model is used to determine the relationship between these two sentences.
· Entailment: Similarly, it is used to determine the logical relationship between two texts.
· Similarity: Evaluates the similarity between two texts.
· MCQ (Multiple Choice Questions): Processes context and answer options and determines the correct answer.
	These stages work by processing the data and passing it to the transformer layers and then classifying it over the linear layers.
Part 2 shows the general structure and layers of the GPT-1 model:
Decoder Layers (Decoder 1 - Decoder 12):
· The GPT-1 model consists of 12 decoder layers. These layers process input text, producing meaningful outputs.
· Positional Encoding adds the position information of Text tokens so that the model can learn the sequential information.
· Each decoder layer consists of "Add & Normalize", "Feed Forward", and "Masked Multi-Self Attention" components. 
Part 3 shows in detail what happens inside each decoder layer:
· Add & Normalize: The process of normalizing the input entering the layer and adding it to the input takes place.
· Masked Multi-Self Attention: The masked multi-self-attention mechanism allows the model to learn the relationships between tokens.
· Feed Forward: The process of converting representations of each token by applying linear transformations.
These processes are repeated at each layer, allowing the model to produce more sophisticated and meaningful outputs.

[bookmark: _Toc179213567][bookmark: _Toc221218117]3.3.2. GPT 2 

Announced in February 2019, the model is 2. GPT-2, which is the version, was released as the successor of GPT-1. GPT-2 is a large-scale unsupervised language model capable of generating coherent paragraphs. The model is simply trained on 40 GB of internet text to predict the next word. Four variants have been developed, with sizes ranging from small (124 million parameters) to large (~1.5 billion parameters).

[bookmark: _Toc179213568][bookmark: _Toc221218118]3.3.3. GPT 3

GPT-3 was first announced on May 28, 2020. It is a model that has been pre-trained on a large text source and can perform various language tasks with high accuracy. With 175 billion parameters, it contains ten times more parameters compared to previous language models. A total of approximately 570 GB of text data was used.

[bookmark: _Toc179213569][bookmark: _Toc221218119]3.3.4. GPT 3.5

[bookmark: _Toc179213570]A fine-tuned version of the GPT-3 model is an advanced language model that has an update. GPT-3.5 is trained on a larger dataset for longer periods, offering improvements in language understanding and generation capabilities. 
	Built on top of GPT-3, it is trained on reinforcement learning, which learns from human feedback. This method helps the model follow user instructions more accurately and generate more human-like responses. This improved the model's performance in natural language understanding tasks.

[bookmark: _Toc221218120]3.3.5. GPT 3.5 TURBO

GPT-3.5 Turbo is faster and offers lower latency than the original GPT-3.5 model, making it ideal for real-time applications. This model supports parallel function calls, allowing for quick response times and increasing the capacity to handle longer texts. It is widely used, especially in chat-based applications, making user interactions more efficient. GPT-3.5 Turbo offers the possibility of fine-tuning. This allows users to optimize the model's performance for specific usage scenarios. 

[bookmark: _Toc179213571][bookmark: _Toc221218121]3.3.6. GPT 4

Announced on March 14, 2023, GPT-4, which was developed after its predecessor, the free GPT-3.5, has shown significant differences thanks to its more advanced structure.
With a monthly usage fee of $20 and a certain usage limit, this new version offers users a more comprehensive and impressive experience. GPT-4 allows 40 message inputs in 3 hours, and once this limit is exceeded, a certain amount of time must pass before users can reuse them. 
"I am an AI language model and cannot provide private information about individuals or their personal lives, including who are the people who are getting married. If you're looking for information about a specific couple or celebrity wedding, please provide their names or more, and I'll try to assist you."

[bookmark: _Toc179213572][bookmark: _Toc221218122]3.3.6.1. Early Version GPT-4

The model provides a direct response to the user by providing detailed information about the people getting married. However, sharing such personal information can be ethical and privacy risky.

[bookmark: _Toc179213573][bookmark: _Toc221218123]3.3.6.2. Latest Version GPT-4

The model informs the user by providing a more general response, avoiding sharing personal information. This demonstrates the model's evolution in protecting users' privacy and adhering to ethical standards.
GPT-4, while delivering impressive results, is devoid of several shortcomings and bugs. The model may produce inaccurate output in some cases and may perform lower than expected in certain scenarios. Additionally, while GPT-4 has brought significant advancements in the field of artificial intelligence and language processing, it does have some limitations. For example, it can produce false or misleading information. This requires users to verify the information provided by the model. It may be insufficient in the complex tasks given. For example, he can make mistakes in multi-step math problems. Additionally, it can be used by malicious actors to generate fake news or harmful software, posing serious security risks.

[bookmark: _Toc179213574][bookmark: _Toc221218124]3.3.7. GPT-4 TURBO

GPT-4 Turbo is an improved version of OpenAI's GPT-4 model, offering several improvements and new features. GPT-4 Turbo can handle longer texts with 128k context windows (equivalent to 300 pages of text in a single prompt), outperforming GPT-4 in more complex interactions. The maximum number of output tokens is 4096. Furthermore, it can handle both text and image inputs thanks to its multimodal capabilities; This allows it to complete tasks such as automatic title generation and visual content analysis.

[bookmark: _Toc174836459][bookmark: _Toc221107617]Figure 3: Squirrel Example

[image: A cartoon squirrel holding a camera and a walnut
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Source: Generated by Author and OpenAI.

[bookmark: _Toc174836460][bookmark: _Toc221107618]Figure 4: Squirrel Example CHATGPT Model Output

[image: A screenshot of a computer

Description automatically generated]
Source: Generated by Author and OpenAI.

The ChatGpt-4o version has shown that it has the capacity to perceive the message by analyzing photos. For example, for an image of a squirrel taking a photo of a walnut, when asked what is funny here;
	He stated that the squirrel took a photo of the walnut, but this would be human behavior and that taking a photo of the walnut exhibited unexpected behavior, so this squirrel image would be described as funny. Here, Gpt-4o has made a comprehensive interpretation by conducting multiple analyses.  First, he analyzed the image, classified the objects in it and defined what they were. In addition, he evaluated the properties of the defined objects and interpreted how they would behave and by connecting them with other interacting concepts. In addition, he made a comparison according to the general expectation by analyzing what should happen and the situation in the image. In the end, he was able to interpret all this and make an emotional comment by saying that it is funny for a squirrel to take a photo of a walnut instead of eating it.



[bookmark: _Toc221107843]Table 1: Training Data and Parameter Properties of GPT Models-1
	Model
	Release Date
	Training Data
	Parameters
	Max Queue Length

	GPT-1
	June 2018
	BooksCorpus
	117 million
	512

	GPT-2
	February 2019
	WebText dataset with 8 million web pages
	1,5 billion
	1024

	GPT-3
	June 2020
	Common Crawl, WebText2, Books1, Books2, Wikipedia
	175 billion
	4096



Source: Generated by Author

This shows the compression efficiency of the new specifier. Representing the same amount of information with fewer tokens improves the overall efficiency of the model and ensures less data transmission during transmission. This provides a significant speed advantage, especially in data transfers over the network. This means less computational power, time, and energy wasted during both training and inference. The low number of tokens allows for a smaller footprint and more efficient operation. 
The model's ability to process inputs from different modalities such as text, images, and audio more effectively enables more natural and human-like communication, increases its ability to provide multilingual support, and improves the model's performance in various languages. OpenAI has subjected the GPT-4o model to a comprehensive external attack test with more than 70 external experts in areas such as social psychology, bias and justice, and misleading information to identify and mitigate the risks posed or increased by the newly added modalities. Acknowledging that voice modalities carry various new risks, the company states that efforts to reduce them will continue as risks are discovered.
Table 2 examines the vision understanding performances of various models in different evaluation sets are compared. All opinion evaluations are 0-shot. The GPT-4o model is the highest performance overall. GPT-4T, which came next, overtook Claude Opus and took second place. Gemini models, which are generally lower performers, are in last place. With GPT-4o, a single new model was developed that was trained from start to finish on text, images, and audio, meaning that all inputs and outputs were processed by the same neural network. Thus, it became able to respond to voice inputs in as little as 232 milliseconds (0.232 seconds), with an average of 320 milliseconds (0.32 seconds). In this way, the model was able to approach very close to human response. OpenAI states that since GPT-4 o is the first version to combine all of these modalities, they are still at the beginning of the road in exploring what the model can do and its limitations.


[bookmark: _Toc221107844]Table 2: Training Data and Parameter Properties of Models-2
	Model
	Release Date
	Training Data
	Parameters
	Max Queue Length

	GPT-1
	June 2018
	BooksCorpus
	117 million
	512

	GPT-2
	February 2019
	WebText dataset with 8 million web pages
	1,5 billion
	1024

	GPT-3
	June 2020
	Common Crawl, WebText2, Books1, Books2, Wikipedia
	175 billion
	4096

	GPT-3.5
	March 2022
	Similar to GPT-3 dataset, no exact information
	175 billion (approximate)
	4096

	GPT-4
	March 2023
	Internet data, licensed data sources, human feedback (RLHF)
	No exact information, but larger
	32,768

	GPT-4 Turbo
	November 2023
	Similar to GPT-4 dataset, no exact information
	No exact information, but larger
	128 000

	GPT-4o
	May 2024
	Similar to GPT-4 dataset, no exact information
	No exact information, but larger
	128 000



Source: Generated by Author

Figure 5: Dall-E Visual Outputs
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Description automatically generated]
Source: Generated by Author

Canva: It is a platform that offers a wide range of services for various design needs. While impressive content can be created for social media posts; It provides the opportunity to design eye-catching posters and flyers for events, campaigns or announcements. Additionally, personalized cards and invitations can be prepared for special occasions such as birthdays, weddings, and New Year's Eve. Professional presentations can be created for business meetings, school projects, or special events. It helps in business or brand representation with unique logos and brand identity designs. It offers graphic solutions for blog posts, web pages, or digital marketing materials. It can prepare professional-looking documents, reports, and resumes, aiding in effective marketing with brochures, catalogs, and advertising materials.
[bookmark: _Toc221218125]
CONCLUSION 

This diploma project comprehensively examined the effects of artificial intelligence language models, and ChatGPT in particular, on human life and information processing processes. Starting from the historical development of artificial intelligence, a wide range of topics such as natural language processing techniques, OpenAI's projects, and artificial intelligence ethics and safety are detailed.
………………
[bookmark: _Hlk174968582][bookmark: _Toc221218126]
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